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Abstract

W& present a method to reconstruct a pipe or a canal sur-
facefroma point cloud (a set of unorganized points). A pipe
surface is defined by a spine curve and a constant radius of
a swept sphere, while a variable radius may be used to de-
fine a canal surface. In this paper, by using the shrinking
and moving least-sguares methods, we reduce a point cloud
to a thin curve-like point set which will be approximated to
the spine curve of a pipe or canal surface. The distance be-
tween a point in the thin point cloud and a corresponding
point in the original point set represents the radius of the
pipeor canal surface.

1. Introduction

A pipesurfaceis defined asthe envel ope of aspherewith
a constant radius » moving through a spine curve C(t). A
canal surface is a generalization of a pipe surface, where a
variable radius function r(t) is used instead of r. Pipe and
canal surfaces are used in many practical applications such
as surface blending and transition surfaces between pipes
[1, 2]. Furthermore, there are many real or synthetic objects
which can be represented by only pipe or canal surfaces
(see Figure 1). In this paper, we consider the problem of
reconstructing a pipe or canal surface from an unorganized
point cloud having no ordering or structure of the point ele-
ments. The input point cloud is usually scanned from areal
pipe/cana surface by a 3D scanner.

The motivation of this work comes from recent research
in reverse engineering area, attempting to reconstruct sur-
faces such as helical surfaces and surfaces of revolution
[3], profile surfaces [4], developable surfaces [5], and pla-
nar faces [6]. The details about these series of works can
be found in [7] and [8]. The reconstruction of the sweep
surfaces generated by trandlational sweeping [9] is aso
discussed by other researchers. Instead of reconstructing
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Figure 1. Some objects created using only
canal surfaces

spline surfaces or polygonal meshes, this research concen-
trates on reconstructing a profile (cross-section) curve and
a kinematic motion that defines a trgjectory of the moving
profile curve. This procedura description of a geometric
model reduces the size of the object database and makes
design/manipul ation processes efficient and easy.

Ramamoorthi and Arvo [10] suggested a system to re-
construct various kinds of generativemodels, including pipe
and canal surfaces, from point clouds with the aid of a pre-
defined user-specified hierarchy of the various generative
models. Unlike their work, we suggest an algorithm which
avoids serious user interaction by narrowing down our inter-
est to reconstruct pipe or canal surfaces only. Our solution
usesonly local linear optimization proceduresthat are much
more efficient and robust than complex nonlinear optimiza-
tion methods.

In our previous papers [11, 12], we have roughly
sketched out the idea behind reconstructing pipe surfaces
(see Figure 2). First, an appropriate subregion R of agiven
point cloud is taken (Figure 2(a)). Then, atorusis fitted to
R. Note that the local shape of a pipe surface fits a torus.
The torus implies the radius of a swept sphere of the pipe
surface. Each data point is translated by the radius towards
a (target) spine curve along an estimated normal vector of
the point (Figure 2(b)). After the trandlation, the point set
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Figure 2. Pipe surface reconstruction using
torus fit: (a) input points and estimated nor-
mal vectors — R represents a selected region
where a torus is fitted, (b) translating each
point by the radius of torus, (c) spine curve
approximated from thin point cloud in (b), and
(d) reconstructed pipe surface from the spine
curve and the radius of the swept sphere.

has a very thin curve-like shape. This thin point cloud is
approximated to a smooth spine curve (Figure 2(c)). In this
method, automatic computation of a local region R does
not work well in many cases; thus, in many cases, we need
some sort of user interaction to specify an appropriate lo-
cal region. Furthermore, this torus fitting technique is not
appropriate to generalize for canal surface reconstruction.

In this paper, we introduce a shrinking method to find
a spine curve and the (variable) radius of a swept sphere
from agiven point cloud. Let S denote aset of input points.
Using the shrinking method, S is reduced to apoint cloud S
whose shape represents the spine curve of the pipe or canal
surface. Then, the point cloud S is processed by a method
called moving | east-sguares, which transformsapoint cloud
into a very thin curve-like shape. The output of the moving
|least-squares method, S, is approximated to a spine curve
. The distance between two points of each corresponding
point pair in S and S represents the approximated radius of
apipe/cana surface.

We summarize the contributions of this paper asfollows:

e Using the shrinking method, our agorithm eliminates
the difficulty of selecting an appropriate local region
for torusfitting.

¢ Almost the same agorithms can be applied to recon-
struct a pipe and a canal surface.

e Our method uses only local linear optimization pro-
cedures that are much more efficient and robust than
complex nonlinear optimization methods.

This paper is organized as follows. In the next two sec-
tions, we describe an algorithm to reconstruct a pipe surface
and a canal surface from a given point cloud, respectively.
In the fourth section, we show experimental results of the
pipe/cana surface reconstruction. Finally, in the last sec-
tion, we conclude this work and suggest future research di-
rections.

2. Pipe Surface Reconstruction

A pipe surface B(s, t) with a spine curve C(t), t € I,
and aradius r is defined by

B(s,t) = C(t) + 7N(s,t), s€ I, t € I,

where for afixed t. € I, N(s,t.) represents the unit cir-
cle on the normal plane of the spine curve. The center of
N(s, t.) is C(t«). Thus, a pipe surface is uniquely defined
by aspine curve C(t) and aradiusr.

LetS = {P;|i =1,...,n} denote agiven set of points
that islikely to be on a pipe surface. We assume that the unit
normal vectors, N = {N; | i = 1,...,n}, for the points of
S were already estimated. The estimation of point normals
isacommon subject in many reverse engineering problems;
thus, various methods are already known [13, 14]. We have
used a method to estimate N; of P;: i) collecting a set T; of
the neighboring points of P;, ii) computing the regression
plane of T; by the |least-squares method, and iii) taking the
normal of the plane as N;. Without loss of generality, we
assume that the normal vectors point to the outward direc-
tion of a pipe surface. It is also assumed that .S representsa
regular pipe surface without any self intersection [1]. This
assumption is feasible because we only consider the case
where an input point set is scanned from a real-world pipe
object.

Our agorithm is sketched in Figure 3. The algorithm
consists of three phases: shrinking, moving least-squares,
and spine curve approximation. We describe the details of
each stage in the rest of this section.

2.1. Shrinking

Basic Algorithm

The basic idea of this algorithm is that for a point P; there
exist neighboring points having almost equal normal direc-
tions to the normal direction N; of P;. Let T; be a set of
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Figure 3. Pipe surface reconstruction algo-
rithm.

neighboring points of P; defined by
Ti ={P; | [IPi = Pjl| <R, P; € S},

where R isaprescribed small constant. With an appropriate
smal R, apoint P; in S probably has a neighboring point
set T; such that

(N;,N;) > 0, foral P; € T, 1)

where (., .) denotesthe scalar product of two vectors.

Consider a situation where S shrinks to a spine curve
gradually by trandating each point P; of S aong the N;
direction. R is fixed and the neighboring set T'; of P; is
recomputed at each stage of the shrinking.

Then, more and more T;sincluding the points of (almost)
the opposite normal directions, that break the condition in
Equation (1) will appear by stages.
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Figure 4. The basic idea of the shrinking
method.

The shrinking stops when a large enough portion of the
point set breaks the condition in Equation (1). Figure 4
shows the basic idea of shrinking: as the point set shrinks,
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Figure 5. Shrinking S of 2000 points: (a) O,
(b) 0, (c) 63, (d) 672, and (e) 1631 T; break the
condition of Equation (1).

Algorithm 1: Shrinking for pipe surface

1) for i=1to n do P, «P;;
2) BreakCount <« O0;
3) for i=11to n do
for j=1to n do
if |[P; —Pi]| <R and (N;,N;) <0 then
Br eakCount <« BreakCount + 1;
4) if BreakCount > p-n then
stop and return S={P; | i=1,..,n};
5) for i=1to n do P, « P;—§-N;;
6) Goto step 3);

Figure 6. Shrinking algorithm for pipe surface
(Algorithm 1)

each T; may include the points having opposite normal di-
rections. In Figure 5(a) we have 2000 input points and es-
timated normals. The number of T';s that include the points
having an opposite normal direction isincreasing gradually
from 0 to 1631 as the input point set shrinks.

The shrinking algorithm is summarized in Algorithm 1
(seeFigure 6). S shrinksto a point set

whose shape represents a spine curve of a pipe surface. In
Algorithm 1, § denotes a prescribed shrinking step that can
be set as a small constant. p is area constant between 0
to 1 denoting a tolerance of the portion of the point set that
breaks the condition in Equation (1). We used ¢ > 0.7
for most of examples shown in this paper. Thus, R is the
only sensitive parameter that must be given by users inter-
actively.



Grouping

In Algorithm 1, for a paint P;, we checked all points P; in
S to seeif P; satisfies with the condition:

IP; —Pill < R and (N;,N;) < 0.

For thepoint P;, if we know which pointsin S have opposite
normal directions to N; in advance, we may improve the
time efficiency of shrinking algorithm.

We subdivide the given point set S into subsets Sy, ;,
(—a < k <aand—b <1 < b), to group the points with
neighboring normal vectors. Subdivision procedure uses
Gauss map, where Gauss map is a mapping of unit normal
vectors onto a unit sphere. The unit sphere is subdivided
into aset of subregions G, (—a <k <aand—-b <[ < b)
along its latitude and longitude. Then, we may hash each
point in S according to the affiliation of its normal vector
in the subregion of unit sphere; i.e., if anormal vector N; is
mapped onto the unit sphere subregion G4, ;, we add point
P; to the group Sj, ;.

Now, for a point P;, we do not have to check all other
pointsintheset S to find onewith opposite normal direction
toP;. When P; isinthegroup S}, ;, weonly check the points
inthegroup S_x, ;.

2.2. Moving least-squares

S, the output of the shrinking algorithm, is now pro-
cessed by amethod called moving least-squares. The mov-
ing | east-squares method was devel oped by McLain[16, 17]
and used to transform a point cloud into a very thin curve-
like shape [11, 15]. In this subsection, we briefly introduce
the moving least-squares method described in [11].

For each data point, a simple curve or surface that fits
some neighborhood of the data point is computed using a
weighted regression scheme. Then, the data point is moved
to a new position on this approximated curve or surface.
The moving least-squares method is near-best in the sense
that the local error is bounded with the error of alocal best
polynomial approximation. Once a point set is reduced to a
very thin curve-like shape, ordering the point set and com-
puting a smooth approximation curve that fits the point set
are not difficult.

Let S = {P; = (z;,v:) | 4 = 1,...,n} be apoint set
in 2D. For a point P, € S, alocal regression line, L, :
y = ax + b, can be computed by minimizing a quadratic
function:

n

D; = Z(axi +b—y;) w;, ()

i=1

where w; is a nonnegative weight for each point P; com-
puted by an appropriate weighting function. We can choose

Figure 7. Thining a 2D point set using the
moving least-squares method: original point
set (left), and thin point set after the moving
least-squares method (right).

any weighting function which generateslarger penatiesfor
the points far from P,.. One of our choicesis

7'3 7'2 .
0 ifr>H,

wherer = ||P; — P.|| and H denotes a prescribed weight-
ing radius [18]. The weighting function in Equation (3)
forces the weights of the points that are outside of the open
circle of radius H with the center P, to vanish. Thus, we
can compute a regression line or quadratic curve using only
the set of points whose distances from P, arelessthan H.
From this weighted regression, we can compute thelocal
best regression line L, for P,. Consider a transformation
M that transforms a whole point set into a new coordinate
system, where the z axisis paradlel tolineL ., and P, isa
new origin. Let S = {P; = (z;,%;) | i = 1,...,n} bethe
transformed point set. The local quadratic regression curve

Q,:J=aZ?+bz+c¢ (4)

for P, can be computed by minimizing

n
D, = Z(aa?? +b%; + ¢ — 7;) w;. (5
i=1
Note that the projection of P, onto Q, is (0,c). Finally,
P, is moved to a new position computed by the inverse-
transformation, M ~!, of (0, ¢). Figure 7 shows an example
of thining a2D point set.

The moving least-squares technique cannot be directly
extended into 3D. Although we can easily computea 3D re-
gression line, computing the 3D quadratic regression curve
isdifficult. We suggest alocal regression algorithm for each
point P, in 3D asfollows:

1. Let 4 be a set of neighboring points of P, i.e., A =
{Pj [IP; = Pull < H}.



2. Computearegression planeK: z = Ax + By + C by
minimizing the quadratic function

Dy = Z (Az; + By;j + C — z;)?w;.
PjG.A

3. Project the pointsin A4 onto K.

4. Solvethe 2D moving least-squares problem on K.

The above algorithm is based on the fact that a point on a
regular space curve locally has an osculating plane. Basi-
cally, the above agorithm can be extended to any higher
dimension by the projection of the data pointsin d dimen-
sional space onto ad —1 dimensional hyperplanerepeatedly
until the problem is reduced to a 2D problem.

Lee[11] suggested some other techniques such as using
EMST (Euclidean minimum spanning tree) for robust local
regression and using correlation to estimate an appropriate
H valuefor each data point. See [11] for more details.

By using the moving least-squares technique, we can
make a very thin point cloud S from S —the output of
shrinking algorithm. Now, we have to order the points in
the very thin point cloud S. The simplest ordering method
isto connect two closest points each other recursively. After
ordering the points, we approximate S with a smooth spine
curve using conventional curve approximation/interpolation
techniques[13]. Figure 8 shows an example of S, S and an
approximated spine curve.

2.3. Radius of a swept sphere

Let P; and P; bepointsin S and S, respectively, with the
sameindex i. S is adiscrete version of a spine curve; thus,
we can compute the radius r of the swept sphere of a pipe
surface by averaging the distance between P; and P;:

iy ||Pi — P
r = M (6)

n

2.4. Example

Figure 9 shows an example of pipe surface reconstruc-
tion. 2000 points are sampled from an original pipe surface
with some perturbation. The intermediate result S and S of
this example have already been shown in Figures 5 and 8.

3. Canal Surface Reconstruction

Canal surfaceisageneralization of apipe surface. While
a pipe surface has a constant radius r, a variable radius
function r(t) can be used for a canal surface. One of the
parametrizations of acanal surface A(s, t) isgiven by

A(Svt) = C(t) +T(t)NA(57t), s € Ila te I2,

Figure 8. S (left), S (middle) and an approxi-
mated spine curve (right).

Figure 9. Example of pipe surface reconstruc-
tion: an original pipe surface (left), 2000 sam-
ple points (middle), and a reconstructed pipe
surface (right).

where C(¢), r(t), and N 4 (s, t) are a spine curve, a radius
function, and a unit normal vector of the canal surface, re-
spectively. Peternell and Pottmann [2] showed that the canal
surface has a rational parametrization when both C(¢) and
r(t) arerational. Figure 10 shows that a canal surfaceisan
envelope of spheres of variable radii moving along a spine
curve.

Figure 10. Symmetric normal vectors of a
canal surface

Like the pipe surface case, we assume that an input point
set represents a real and regular canal surface [2] without
any self intersection. For acanal surface, we must consider
the following two facts in the shrinking algorithm.

e Dueto the variable radius, two symmetric normal vec-
tors of a canal surface may not have exact opposite
directions (see Figure 10). We must define a more
strict condition than Equation (1) suggested for pipe
surfaces. In general, the angle between two symmetric
normal vectors can bein theinterval (0 : 7]. However,
we assume that for areal object, the rate of the change



of radiusr'(t) is not too large.

e Unlike the pipe surface case, each data point must
shrink according to a different radius from the others.
Some points stop shrinking in the middle of the algo-
rithm execution, while others continue to shrink until
the points are satisfied with the stopping condition.

In Algorithm 2 (see Figure 11), we add an additional pa-
rameter T to control the tolerance of direction deviation be-
tween two symmetric normal vectors. If 7 = 0 the condi-
tion is the same as that for the pipe surface case. We used
7 =0.1736 ~ cos(80°) for the examplesin this paper as-
suming that ' (¢) is not too large. Furthermore, atag, stop,,
for each P; is used to record the information of whether P;
has stopped shrinking or not. Only non-stopped points con-
tinue to shrink towards a spine curve. Figure 12 shows an
example of shrinking in canal surface reconstruction.

Algorithm 2: Shrinking for canal surface

1) for i=1to n do
|5i<:Pi;
stop;, « false;
2) BreakCount <« O0;
3) for i=11to n do
for j=1to n do
if stop, = false and ||P; —Pi|| <R
and (N;,N;) <7 then
BreakCount <« BreakCount + 1;
stop; < true;
4) if BreakCount > p-n then
stop and return S={P; | i=1,..,n};
5) for i=11to n do
if stop, = fal se
|5i = lsi_é'Ni;
6) Goto step 3);

Figure 11. Shrinking algorithm for canal sur-
face (Algorithm 2)

For a canal surface, we also apply the moving least-
squares technique to S to generate a very thin point set
like the pipe surface reconstruction. Figure 13 shows S,
and a spine curve approximated from S.

The radius function r(¢) of a cana surface can be ap-
proximated from the discrete radii

S
3

=[PP

using a conventional curve approximation techniquethat is
also used in spine curve approximation. Figure 14 shows
an example of a reconstructed canal surface. 2000 input
points are sampled from an exact canal surface with some
perturbation. The shrinking and moving least-squares steps

Figure 12. Shrinking 2000 data points for re-
construction of a canal surface: 0, O, 8, 998,
and 1609 points have stopped by stages (from
left to right).

of this example have already been shown in Figures 12 and

BVaViay

Figure 13. S (left), S (middle), and an approx-
imated spine curve (right).

Figure 14. Example of canal surface recon-
struction: an original canal surface (left),
2000 sample points (middle), and a recon-
structed canal surface (right).

4. Experimental Results

The original pipe surface B(s, t) of the example shown
in Figure 9 is generated with aradius of 1, and a cubic B-
spline spine curve with aknot vector (0,0, 0, 0, 1, 2, 3, 3, 3,
3) and the six control pointsshownin Table 1. Wetake 2000
random sample points from B(s, t) + (s, t), where e(s, t)
is a perturbation surface that has any random value between
—0.1 and 0.1 for each sample point. For the shrinking al-
gorithm, weused § = 0.2, u = 0.7, and R = 0.2 (see
Algorithm 1). As shown in Figure 5, it took five iteration
steps to generate S, where 1631 points break the condition
in Equation (1). The radius computed by Equation (6) is
0.984172. The maximal and average distance between the
original spine curve C(t) and the approximated spine curve



C.(t) are 1.94653324 and 1.0200849, respectively, where

distanceis defined by ||C(t) — C,.(t)]]

T y z
—3.000 6.660 0.000
—0.337 5.660 —4.660
0.410 0.430 | —8.052
—2.037 | —7.906 | —3.354
1.813 | —6.807 | —0.175
6.760 | —3.150 0.000

Table 1. Control points of the spine curve
of the original pipe surface in the example
shown in Figure 9.

T y z
0.000 0.000 0.000
2.773 | —0.234 0.159
3.091 0.058 | —0.043
3.086 2.917 | —0.365
2.939 3.054 0.247
0.066 3.159 —0.292

—0.279 2.959 0.377
0.411 3.108 2.569

—0.045 2.942 2.928
0.000 0.000 3.000

Table 2. Control points of the spine curve
of the original pipe surface in the example
shown in Figure 15.

T y z
—4.000 4.000 | 0.000
—0.478 4.547 | 0.000

3.335 2.618 | 0.000

1.428 | —1.214 | 0.000
—3.543 | —1.614 | 0.000
—4.257 | —4.700 | 0.000

Table 3. Control points of the spine curve
of the original canal surface in the example
shown in Figure 16.

Figure 15 illustrates another example of pipe surface re-
construction. The original pipe surface B(s, t) has aradius
of 3, and a cubic B-spline spine curve with aknot vector (0,
0,0,0,1,2 ,3,4,5,6,7,7,7, 7) and the 10 control points
shown in Table 2. 2000 random sample points are taken
from B(s,t) + €(s, t) such that —0.05 < e(s,t) < 0.05.
For the shrinking algorithm, we used § = 0.05, u = 0.95,
and R = 0.1. It took six iteration steps to generate S,
where 1934 points break the condition in Equation (1).
The radius computed by Equation (6) is 0.298778. The
maximal and average distance between the original spine

curve and the approximated spine curve are 1.60093152 and
0.814391259, respectively.

Figure 15. Another example of pipe surface
reconstruction: original surface, S (2000
sample points), S, S, approximated spine
curve, and reconstructed pipe surface (from
top—left to bottom-right).

The origina canal surface A(s,t) for the example in
Figure 14 has the same spine curve described in Table 1.
The radius function r(t) is a one-dimensional quadratic B-
spline curve with a knot vector (0, O, O, 1, 2, 3, 4, 4, 4)
and six control points (2, 1.5, 1, 1.5, 2.5, 2). 2000 sample
points are taken from A(s, t) + €(s, t) such that —0.05 <
€(s,t) < 0.05. The parameters of the shrinking algorithm
aed = 0.1, =08 R =01 andr = cos(80°). S is
computed after 20 iteration steps of shrinking, where 1609
points finally stopped shrinking. The maximal and average
distance between the original spine curve and the approx-
imated spine curve are 1.772888 and 1.0936823, respec-
tively. The maximal and average distance between the orig-
inal and the approximated radius functions are 0.14423506
and 0.07538086, respectively.

Figure 16 illustrates another example of canal surfacere-
construction. The original canal surface A(s,t) has a cu-
bic B-spline spine curve with a knot vector (0, 0, 0, 0O,
1, 2, 3, 3, 3, 3) and the six control points shown in Ta
ble 3. The radius function is a one-dimensional cubic B-
spline curve with a knot vector (0, O, O, O, 1, 2, 3, 3,
3, 3) and six control points, (1.9999, 1.6666, 1.103463,
1.037336, 1.833333, 2.5). 2000 sample points are taken
fromA(s,t)+e¢(s,t) suchthat —0.05 < e(s,t) < 0.05. The
parameters of the shrinking algorithmared = 0.1, u = 1.0,
R =0.1,and T = cos(80°). S is computed after 26 itera-
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Figure 16. Another example of canal sur-
face reconstruction: original surface, S (2000
sample points), S, 8, approximated spine
curve, and reconstructed canal surface (from

top-left to bottom-right).

tion

steps of shrinking, at which 1995 points have stopped

shrinking. The maximal and average distance between the
original spine curve and the approximated spine curve are
1.4648859 and 1.023708, respectively. The maximal and
average distance between the original and the approximated
radiusfunctionsare 0.5901724 and 0.2694635, respectively.

5. Conclusion

In this paper, we have suggested methodsto reconstruct a
pipe and a canal surface from an unorganized point set. The
shrinking method and moving least-squares methods were
used effectively to extract a spine curve and a constant ra-
dius (or aradiusfunction) from agiven point set. We expect

that

this approach can be extended to more complex prob-

lems. Currently, the sweep surface reconstruction problem
is under investigation.
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